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Real-Time Holographic Tracking and
Control of Microrobots

Ayoung Hong, Burak Zeydan, Samuel Charreyron, Olgaç Ergeneman, Salvador Pané, M. Fatih Toy,
Andrew J. Petruska, and Bradley J. Nelson

Abstract—Digital holography is used to track the three-
dimensional position of a magnetic microrobot maneuvered in real
time by means of an electromagnetic manipulation system. The
method presented is able to process holograms at 40 Hz with a
position accuracy in the imaging plane and in depth of ±23 and
±180 μm, respectively. As this method does not require magnifi-
cation, microrobots can be tracked in significantly larger working
volumes than conventional optical methods. The performance of
this tracking method is demonstrated by visually servoing a mag-
netic bead around a cubic trajectory.

Index Terms—Micro/Nano robots, visual servoing, localization,
automation at micro-nano scales.

I. INTRODUCTION

M ICROROBOTS have been proposed as dexterous
machinery for lab-on-a-chip devices in applications

ranging from single cell mechanical characterization, to mobile
localized mixing and assembly, targeted drug delivery, and mi-
croassembly [1]–[4]. While many aspects of microrobotics, such
as locomotion, fabrication, and functionalization, have been
thoroughly addressed, visual servoing of mobile microrobots
has primarily been restricted to two-dimensions (2D). Some
notable exceptions exist. For example, 2D heading and 3D posi-
tion control of untethered magnetic microrobots for ophthalmic
applications has been demonstrated [5], [6], 3D control of mul-
tiple magnetic microscale structures has been demonstrated [7],
the self-propelled catalytic microjets have been steered in 3D
using magnetic guidance [8], and three-dimensional simul-
taneous manipulations of multiple microscale particles have
been achieved with optical traps [9]. Still, these examples are
significantly outnumbered by their 2D counterparts, primarily
because of technical difficulties in tracking microrobots in 3D.

Currently, there are two methods for extracting the 3D
position of a microrobot during manipulation: stereo vision and
depth-from-focus. As in larger systems, stereo vision provides
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Fig. 1. Digital in-line holography integrated with an electromagnetic
manipulation system ©1 [5]. The in-line holographic setup consists of a
monochromatic laser source ©2, a collimating lens ©3, and a digital camera ©4
without microscopic objectives. The hologram of a 100 μm size bead in the
deionized water is captured and its in-focus image is numerically reconstructed
with a depth, d = 68.2 mm. Scalebars: 200 μm.

an intuitive method to reconstruct the 3D position of an object.
For example, the 3D closed-loop control of microobjects has
been accomplished using two optical microscopes from the top
and the side [8], [10]. Unfortunately, the high magnification
systems required to image microrobots suffer from a reduced
depth-of-field [11]. When applied to stereo vision, this results
in a very limited observable volume. To avoid this problem
or to implement tracking when only one viewing angle is
available, depth-from-focus can be used [12], [13]. This method
estimates the depth of the object based on the extent that it is
out of focus and can adjust the focusing depth to move with the
microrobot as it moves in 3D space. Unfortunately, it is only
able to simultaneously track objects at a single depth.

The physical and life sciences have overcome these limita-
tions by using digital holography. Digital in-line holography
reconstructs a 3D volume based on the diffraction pattern cre-
ated when an electromagnetic wave interacts with an object [14],
[15]. This diffraction pattern can be numerically analyzed to
yield image slices at any desired imaging depth, which enables
volumetric image reconstruction similar to magnetic resonance
imaging. Holographic imaging was first proposed in 1948 to
eliminate the lenses and the aberration introduced by them in
electron beam imaging systems [16]. It was then adapted for op-
tical microscopy in 1992 [17] and has found many applications
ranging from high-resolution imaging and volume estimation
of living cells [18], [19], to 3D tracking of motile biological
cells [20]–[22], bubbles in air-water mixtures [23], and particles
in colloids [24]. However, due to the expensive computational
cost of the approach, additional efforts have been made to
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Fig. 2. Schematic of a digital in-line holography setup. R, reference wave; O,
object wave; d, propagation distance; dso l and dair , geometric distance of wave
travelling through solution and air, respectively. h0 is a recorded hologram
function in a hologram plane with a camera sensor chip and h(u, v, d) is a
complex amplitude field in the image plane, which is the reconstructed image
of the recorded hologram at a desired propagation distance d. ξ, η, u, and v are
the spatial coordinates in the hologram plane and the image plane.

achieve real-time holographic imaging and reconstruction. Ac-
celerated autofocusing has been proposed by using resampling
of the complex wave field [25] or scaled holograms [26], and fast
reconstruction by using a graphics processing unit (GPU) [27],
[28]. Nevertheless, real-time particle extraction or 3D object
localization based on holography has yet to be reported.

In this paper, we have integrated a digital holographic mi-
croscope with a 5-DOF electromagnetic manipulation system
to track a microrobot in real-time (>20 Hz) for closed-loop
position control (see Fig. 1). The remainder of the paper will be
structured as follows. First, the mathematical background for
holographic reconstruction is presented and the techniques re-
quired to achieve holographic tracking in real-time for microma-
nipulation will be discussed. Then, the calibration and use of a
holographic system to track magnetic microrobots in a magnetic
manipulation system will be presented. Finally, we will conclude
with a discussion of the utility of digital-in-line-holography
for general microrobotic applications and a summary of our
findings.

II. DIGITAL IN-LINE HOLOGRAPHY BACKGROUND

A holographic imaging setup consists of a coherent colli-
mated reference source R and a camera sensor chip (Fig. 2).
When the reference wave R interacts with an object in the
workspace, a diffraction wave O is generated. The interference
pattern recorded by the camera sensor chip h0 , encodes all
of the spatial information of the object in the 3D workspace.
Holographic reconstruction is performed by backpropagating
the hologram h0 with the Fresnel diffraction pattern. The re-
sulting object wave provides a reconstruction of the object’s
diffraction pattern at any depth.

The numerical hologram reconstruction is based on the
Fresnel–Kirchhoff integral [29], which describes the complex
amplitude image h(u, v, d) as

h(u, v, d) =
i

λ

∫∫
h0R

exp(−i 2π
λ

ρ)
ρ

× (
1
2

+
1
2

cos θ)dξdη

(1)
with

ρ =
√

d2 + (ξ − u)2 + (η − v)2 (2)

where λ is the laser wavelength, ρ is the distance between a
point in the hologram plane and a point in the reconstructing
image plane [29], and θ is the angle between two points. For
large values of d the small angle approximation (cos θ ≈ 1)
can be applied and the reference wave R can be modelled as
constant and real valued[30]. The convolution described by (1)
is more efficiently implemented in the Fourier domain. Thus,
the reconstruction process is given by a Fourier transform, an
element-wise multiplication, and an inverse Fourier transform:

h(u, v, d) = F−1{F{h0} × Gd}, (3)

whereF is the Fourier transform operator and Gd is the distance
dependent kernel that selects the reconstruction depth

Gd = exp(i
2π

λ
) exp(−iπλd(u2

s + v2
s )). (4)

In (4), us and vs represent the Fourier spectral coordinates. The
numerical aperture (N.A.) of the system is

N.A. = n(1 + 4(d/w)2)−1/2 (5)

where w is the sensor size and n is the refractive index of the
medium. The axial resolution of the reconstruction is

σaxial =
λ

(N.A)2 =
λ

n2 (1 + 4(d/w)2), (6)

which describes the ability to resolve two different objects at
different depths [15].

The complex amplitude image h can be reconstructed at any
distance d. However, this distance is the effective displacement
in vacuum. Since the wave propagates in optically dense medi-
ums, i.e., when the refractive index of medium is not unity, the
propagation distance, d, is given by

d = Σ
di

ni
, (7)

where di and ni are the geometric distances and the refractive
indexes of the ith medium, respectively.

III. TRACKING ALGORITHM

The numerical reconstruction given by (3) defines a set of
images that can be searched to determine the 3D position of
the microrobot. To accomplish this search, the 3D tracking al-
gorithm is split into three steps, which are presented in Fig. 3.
First, the object is located in a raw image and a subimage is
generated at the last known depth. Next, a search is conducted
to find the current depth of the object. Finally, the object’s in-
plane position is refined based on the image reconstructed at the
current depth.

A. Image Preprocessing

An element-wise multiplication and an inverse Fourier trans-
form in (3) are iteratively performed until the optimum is found.
This algorithm has a computational complexity of O(N 2 log N)
where the image is N × N pixels. Thus, the first step is to crop
the image to a smaller region of interest that contains all of the
pertinent information. This is performed in two steps: the object
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Fig. 3. Flowchart for the holographic tracking algorithm. (a) Preprocess-
ing and initial estimation select a sub-image to use for a numerical recon-
struction based on the previous position. (b) Axial position is determined by
successively checking the variance of complex image V ∗

I using Brent’s mini-
mization method. (c) Lateral position is determined by segmenting the object
in the final reconstructed image |h2 (dk )|. N0 = 2048, N1 = 1024, N2 = 256
are used for the experiment.

Fig. 4. Holograms of different size of beads in deionized water with diameters
of (a) 20 μm, (b) 100 μm and (c) 1000 μm. The actual bead size is marked with
circles. These holograms are acquired with a CMOS sensor chip with a pixel
size of 5.5 μm× 5.5 μm without magnification. Scalebars: 500 μm.

needs to be identified in the image and the image needs to be re-
constructed at a depth close to the object’s expected depth. The
first step determines the center of the subimage to be used in the
search. The second step contracts the holographic diffraction
pattern so that a smaller image can be used in the search. Local-
ization of the object in the image can be performed either before
the reconstruction using the diffraction pattern directly or after
by examining the shape of the object’s shadow. Small objects are
difficult to localize from in-focus images because they are only
a few pixels in extent. However, as shown in Fig. 4, they cast
a prominent holographic bulls-eye. Thus, these objects can be
localized more easily in the raw holographic image. Although
the difference is much less significant than for small objects,

Fig. 5. Variance, VI , and shifted variance, V ∗
I , along a depth direction. The

container size sets the physical constraints, dm and dM on axial position
estimation. VI shows the dipping characteristics near the in-focus plane (case
1) except when the microrobot is near to the wall of container (case 2) (top). To
find the knee point in both case 1 and 2, VI is shifted with base line (bottom).
(The graph is normalized to show the two cases at the same scale).

large objects can be difficult to segment in the raw holographic
image because the diffraction pattern distorts the object’s shape
and the ring pattern is less pronounced. In this paper, a relatively
large object used in the experiment, and it has been localized in
the reconstructed image.

Once the object’s approximate in-plane position is known
and the image is reconstructed at the last known depth dk−1 , the
background reference image is subtracted to remove zero-order
disturbances [31], and a Gaussian filter is applied to reduce
noise. The resulting complex amplitude image h1(dk−1) is ob-
tained and cropped to h2(N2 × N2), which is centered at the
initial in-plane position estimate. As h2 is used for the subse-
quent search, the size of N2 needs to be chosen considering
computational efficiency and the accuracy of the result. For effi-
ciency, N2 should be a power of 2 and as small as possible. For
accuracy, N2 should be large enough to capture the diffraction
pattern and to preserve the axial resolution of the subimage, i.e.,

N2 >
2Δd

p

√
λ

n2σaxial − λ
, (8)

where p is a camera pixel size and Δd is the maximum depth
difference expected between the initial reconstruction plane and
the actual depth.

B. Axial Position Estimation

To estimate the axial position of the microrobot, particle ex-
traction using a complex amplitude is used [32]. This method
is based on the observation that the variance of the imaginary
part of h(u, v, d) has a minimum near the in-focus plane and is
robust to noise in the numerical reconstruction.

The variance of an imaginary part of h gives a minimum value
in the in-focus plane when the microrobot is not in the proximity
of the container side walls. However, when the microrobot is
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close to the container side walls the hologram is distorted and VI

has a minimum outside of the workspace. In this case, a slope
discontinuity is apparent near the in-focus plane (see Fig. 5,
case 2). To generalize these two cases, a shifted variance V ∗

I ,
is defined by subtracting the effective variance slope across the
container

V ∗
I = VI (Δd) − (VI (dM ) − VI (dm ))

(dM − dm )
Δd (9)

where dm and dM are the distance of the front and back of the
container. The minimum of the shifted variance V ∗

I is slightly
different from the minimum of VI in case 1 or the knee point
of VI in case 2. However, this difference is negligible com-
pared to the size of the microrobot and the uncertainty in the
measurement.

Although the minimum can be obtained with an exhaustive
search, this is not appropriate for real-time tracking algorithms
because of the computational load of calculating V ∗

I . Instead,
Brent’s search method is used to minimize the number of it-
erations [33]. It combines a bisection method with quadratic
interpolation to perform a line search with a minimal number of
function evaluations.

The current axial position of the microrobot is updated to
dk = dk−1 + Δd, where Δd is the solution of the minimization
problem. The depth dk is the propagation distance in a vacuum,
thus (7) is used to convert it to the geometric axial position of
the microrobot as

dG
k = dknsol + Σdi

(
1 − nsol

ni

)
(10)

where nsol is the refractive index of solution, and ni and di are
the refractive index and geometrical distance of waves travelling
through the ith medium, respectively (see Fig. 2).

C. Lateral Position Estimation

Now that the depth dk of the microrobot is known, the lat-
eral position estimate (uk , vk ) can be refined by segmenting
the microrobot from the in-focus reconstructed amplitude im-
age |h(dk )|. This is achieved by applying a Gaussian filter and
using adaptive thresholding to segment the object. Among the
observed contours in the binary image, the microrobot is seg-
mented by finding the contour that encloses an area that matches
the expected object size. The lateral position is then updated with
the segmented object’s centroid.

IV. EXPERIMENTAL DEMONSTRATION

A. Experimental System

The Octomag electromagnetic manipulation system is used
for 3D wireless magnetic control of the microrobot (see
Fig. 1) [5]. The system consists of eight electromagnetic coils
in a hemispherical arrangement and allows for magnetic fields
up to 40 mT and magnetic field gradients up to 1 T/m.
The magnetic workspace is a 20 × 20 × 20 mm3 cube. For
holographic imaging, the illumination is produced by a laser
diode with a wavelength of 635 nm along with a BP635 red
light bandpass filter. A digital camera with 2048 × 2048 pix-

els, each with an edge length of 5.5 μm, is used to record the
holograms. It can generate at 90 fps.

The microrobot is a Neodymium-Iron-Boron (NdFeB) cylin-
drical magnet with a diameter of 500 μm and a height of 500 μm,
which is manipulated in silicone oil. The refractive index of sil-
icone oil (i.e., nsol in (10)), is reported to be 1.502 at 20 ◦C,
taken at the Sodium D Line (589.29 nm wavelength).

The system is controlled by a workstation PC (Intel Core
i7-5930K CPU at 3.50 GHz, 32 GB RAM) running a cus-
tom magnetic control program written in C++. The Fourier
transform-based reconstruction and the variance calculation is
implemented on a GPU using compute unified device archi-
tecture (CUDA) for parallel computations. Under the current
configurations of the system, the tracking algorithm can pro-
cess images at 40 Hz (each step in Section III respectively takes
7.0 ms, 16.0 ms, and 1.3 ms on average). To provide a buffer,
the image acquisition and control loop is limited to 20 Hz in the
demonstrations.

B. System Calibration

The accuracy of the tracking algorithm is tested using a mo-
torized stage (resolution of 1 nm) controlling the 3D position
of the calibration probe. The same NdFeB cylindrical magnet
used for the control experiments is attached to a 22 μm diameter
tungsten wire. First, the axial position estimation is investigated.
The calibration probe is moved in the axial direction in steps of
200 μm within the 10 mm propagation range in air. Fig. 6 (a,
top) shows the relation between the actual and focused depth,
which is obtained from the tracking algorithm. The slope of
this line is the effective refractive index of the medium. Us-
ing least squares, the refractive index of air is measured to be
1.006 and the standard deviation of the residuals is 62.47 μm [in
Fig. 6 (a, top)]. The same procedure is performed to experimen-
tally determine the refractive index of the silicone oil and to
calibrate the system. The calibration probe is moved at intervals
of 200 μm within the 5 mm propagation range in the silicone oil.
We observe the refractive index of silicone oil as 1.633 and the
expected axial tracking accuracy in silicone oil as 61.93 μm (in
Fig. 6 (b, top)).

Second, the accuracy of the 3D position estimate is inves-
tigated by moving the probe in 3D (in Fig. 6 (a, b, bottom)).
The reference trajectory is three 4 mm squares at a depth of
−2, 0, and 2 mm. Using least squares [34], the optimal rotation
and translation is found to eliminate the effect of misalignment
between the camera and the stage. The standard deviations of
residuals are 0.018 mm, 0.062 mm, and 0.014 mm in air, and
0.023 mm, 0.169 mm, and 0.014 mm in silicone oil, for x-, y-,
and z-axes, respectively. As expected from (6), the in-plane esti-
mation shows smaller tracking errors than in the depth direction.

The calibration is investigated by moving the probe along
a cubic trajectory, which is discretized in 500 μm steps (in
Fig. 6(c)). Along the x- and z-axes, the standard deviations
of the tracking error are 0.017 mm and 0.015 mm, which are
approximately three camera pixels. Along the y-axis, we observe
a tracking error of 0.189 mm, which is comparable to the axial
resolution of the system calculated as 0.181 mm within the
workspace using (6).
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Fig. 6. Accuracy of the proposed tracking algorithm is tested with a motorized stage controlling the 3D position of the NdFeB cylinder magnet with a diameter
of 500 μm and a height of 500 μm. (a, b) (top) Axial position estimation is determined in air and silicone oil. The refractive indices of air and silicone oil are
estimated as 1.006 and 1.633. (bottom) 3D position estimation is determined using a reference trajectory with 4 mm squares in y = (−2, 0, 2) mm. The standard
deviations of residuals are 0.018 mm, 0.062 mm, and 0.014 mm in air, and 0.023 mm, 0.169 mm, and 0.014 mm in silicone oil, along the x-, y-, and z-axes.
(c) The calibration probe is moved along a 4 mm cube trajectory as in control experiments with 500 μm of a step size. The standard deviations of the tracking error
are 0.017 mm, 0.189 mm, and 0.015 mm for x-, y-, and z-axes.

Fig. 7. Demonstration of 3D closed-loop position control using holographic tracking. The target trajectory is a 4 mm cube at the center of the workspace
following the vertices from 1 to 8. A PD controller is used to minimize the position error between the estimation and the target point, which is 0.3 mm ahead of the
projection in the target trajectory. (a) Composite images of the captured hologram h0 show the microrobot at the trajectory vertices in y = 2 mm and y = −2 mm.
The yellow line shows the target trajectory. The time-lapse images at the bottom show the focused image |h2 | located at the position estimation for every
80 frames. The position estimation is indicated with a red dot in every 20 frames. (b) The 3D trajectory and tracking positions used for the controller are presented
for one-cycle of trajectory. The mean tracking errors are −0.004 mm, 0.088 mm, and 0.060 mm, and the standard deviations are 0.022 mm, 0.125 mm, and
0.101 mm in x-, y-, and z-axes for five cycles of trajectory. The trajectory completion time is 89 s on average.

C. 3D Closed-Loop Position Control

The estimated 3D position is used as a measurement input
for a closed-loop feedback-linearizing controller that calculates
the magnetic fields necessary to move the NdFeB magnet along
a desired trajectory [5]. The target trajectory is a 4 mm cube

centered in the workspace (in Fig. 7(b)). At a given step, the
desired target position is defined to be 0.3 mm ahead of the
projection of the current position of the microrobot on the target
trajectory. The position estimate is filtered using a discrete forth-
order low-pass butterworth filter with a 0.33 π rad/sample cutoff
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frequency. In the experiment, the microrobot is aligned with the
z-axis.

The tracking position estimates used for the controller are
reported in 3D for a single trajectory (in Fig. 7(b)). The track-
ing error of 0.022 mm along x is approximately four camera
pixels, agreeing with the calibration result. The tracking error
of 0.101 mm along z is four times larger than that in calibration
which we attribute to errors in the gravity compensation of the
microrobot. As expected, the tracking is less precise in the depth
direction y with an error of 0.125 mm.

V. CONCLUSION AND DISCUSSION

This paper demonstrates real-time 3D position tracking of
microrobots using digital holography in a microrobot control
application. The advantages of holography over conventional
optical microscopy for real-time tracking include the compact-
ness of the imaging system, the ability to image the scene with-
out requiring manual or automated mechanical focusing, and the
ability to estimate an objects’s out-of-plane position along with
its in-plane position from a single image. An additional advan-
tage of holography for imaging microscale systems comes from
object segmentation. Traditionally, small objects are difficult to
segment from large backgrounds because they are difficult to
distinguish from noise. However, in a holographic image, small
objects affect a much larger region of the image than their phys-
ical extent because the technique considers diffraction patterns
rather than reflections or shadows. For example, Fig. 4 shows
that even very small objects can be clearly identified in raw
holography images. This allows for smaller devices in larger
workspaces without significant losses of resolution.

Although the cylindrical magnet is presented as a microde-
vice in this paper, the proposed tracking method can be extended
to other shapes of microdevices, such as artificial bacterial
flagella [2], or be used with nonmagnetic control systems. The
method could also be adapted to track 3D position as well as 3D
orientation of a single or multiple agents albeit at an increased
computational cost.
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